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An error analysis of some difference method for a singular 

perturbation problem 

By 

Koichi Niijima 

1. Introduction 

In his paper [2], J.J.H.Miller presented an exponentially 

fitted difference scheme for solving a boundary value problem 

with a small positive parameter £; 

£y" - b(x,£)y = f(x,E), O<x<l, 

y(O) = a O' y(l) = a l . 

(l.la) 

(1. Ib) 

It has been shown in the paper that a solution of the scheme 

converges uniformly in £ to that of (1.1) on mesh points. 

However, several conditions which seem to be unnatural have been 

imposed on the coefficients. This is because the error analysis 

is due to the method of A.M.Il'in [1]. 

In this paper, we want to give a difference scheme of 

exponential type for the problem (1.1), and to propose a method 

of error estimates by which the uniform convergence in £ of our 

scheme can be established under week conditions. 

2. Construction of a difference scheme 

Let £0 be a small positive number, and define D by 

D = {(x,dl O<x<l, 
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We make the following assumptions on the coefficients; 

AI. b(x,£) and f(x,£) are continuously differentiable 

with respect to x, and their derivatives are bounded on D. 

A2. There exists a positive constant 0, not depending 

on £, such that b(x,£)~o in O. 

For constructing our difference scheme, we introduce the 

uniform mesh X.= ih for i=Q, ... ,N, where Nh=l, and use the 
1 

abbreviations b.= b(x. ,£) and f.= f(x.,£). We approximate the 
1 1 1 1 

equation (l.la) in subinterval (xi,x i +l ) by 

(2.1) 

It is well known that this equation is solvable explicitly. 

Now, we shall connect at x = xi the solution y~i) (x) of (2.1) 

and that of (2.1) for i-I, together with their first derivatives. 

We continue this procedure from i=l to i=N-l to get 

(i-I) (i) 
Yh' = Yh . , ,1 ,1 

i=l, ... ,N-l, (2.2a) 

and 

(i-l),_ (i), . 1 1 
Yh · - Yh' , 1 = ,..., N - , 

,1 ,1 
(2 . 2b) 

h (j) d (j),. d' t (j)( ) d (j),( ) were Yh · an Yh' ln lca e Yh x. an Yh X., 
,1,1 1 1 

respectively. For i=O,N, we impose the boundary conditions 

(2.3) 

We remark that conditions (2.2) and (2.3) yield a linear system 

concerning N-l unknown numbers, since a solution of (2.1) 
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contains two unknown numbers. 

Although this system may be derived directly from these 

conditions, we try another approach for convenience of our error 

analysis. Define an inner product (u,v)i by 

J, X i +l 
(u,v)i= u(x)v(x)dx 

x. 
1 

and let u(i) (x) be a solution of 

EU (i)" _ b. u ( i ) = O. 
1 

Then we always have, from (2.1), 

(2.4) 

(2.5) 

On integrating the left hand side by parts, we obtain, by virtue 

of (2.4), 

(i) (i),) 
u. Yh' 1 ,1 

« i), (i) (i), (i» 
E u i +l Yh,i+l - u i Yh,i 

(i) 
= (f. III ) .. 

1 1 
(2.6) 

Since u(i) (x) may be expressed by a linear combination of the 

basis { exp(-p. (x-x.», exp(p. (x-x.»} , where P.=/b./E , the 
1 1 1 1 1 1 

equation (2.6) is equivalent to the following equations; 

and 

3 

(i) ) 
Yh . ,1 

(2.7a) 

(2 • 7b) 



(i) where T. = exp (p. h), gl = (f. ,exp (-p . (x-x. ) ) ). and 
1 1 1 1 1 1 

g2(i)=(f. ,exp(p. (x-x.») .. Since T._T~l~ 0, we may solve (2.7) 
1 111 1 1 

in terms of the first derivatives to get 

(i) ,_ { (2 (i) ( + -1) (i» 1( -1 (i) (i»}/( -1) Yh . - p. Yh '+1- T. T. Yh · + - T. g2 -T·g1 T.-T. 
,1 1 ,1 1 1 ,1 Ell 1 1 

(2.Sa) 

and 

(i),_{ « +-1) (i) _2y(i).)+!(g(i)_ (i»}/( -1 
Yh ,i+l - Pi Ti Ti Yh,i+l h,l E 2 gl Ti-T i ). 

( 2. Sb) 

By the matching condition (2.2), we obtain a difference scheme 

-c .. lYh . 1+ c. 'Yh ,- c. '+lYh '+1= d., i=l, ... ,N-l, 1,1- ,1- 1,1,1 1,1 ,1 1 

(2.9) 

(i-l) (i) 
where we have used the abbreviation Yh '=Yh ' =Yh .. The 

,1,1 ,1 

coefficients occurred in (2.9) are defined by 

and 

1 
c .. 1= 2EP'_1-Q---
1,1- 1 ~i-l 

a. 1 a. 
1- 1 

C. . = E ( p. l-S--- + Pl' --S . ) , 
1,1 1-. 1 

1- 1 

2-a. 1 2-a. 
1- 1 

d.= f. 1+ ---S- f., 
1 Pi-lSi-l 1- Pi i 1 

-1 -1 
where a,= T.+T. and S·=T.-T .. 

J J J J J J 

The solvability of the equation (2.9) is shown in the 
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following lerruna. 

Lerruna 1. The equation (2.9) subject to Yh,O= a O and 

Yh,N= a l has a unique solution. 

Proof. Define a linear operator L by 

LYh I . = -c. . lYh . 1+ c. . Yh . - c. . +lYh . 1· 
1 1,1- ,1- 1,1,1 1,1 ,1+ 

It is easy to show that c.·. l' c .. and c .. +1 are positive. 
1,1- 1,1 1,1 

Moreover, since exp(t)+exp(-t)>2 holds for all t>O, we have 

aj 2 
PJ·--o. > PJ· Q.' that is, c. . >c. . 1+ c. . +1· This shows that the 

~J ~J 1,1 1,1- 1,1 

operator L is positive. Therefore we can apply the maximum 

principle to (2.9) for getting our assertion. 

Lerruna 1 assures that there exists a differentiable 

function on (0,1) satisfying (2.1) in subinterval (xi,xi +l ). 

In the later sections, we denote this function by Yh(x). 

3. Preliminaries for error estimates 

The main aim of this paper is to prove the following 

theorem. 

Theorem. Suppose that assumptions Al and A2 are fulfilled. 

Then, for the solution Yh,i of (2.9) satisfying Yh,O= a O and 

Yh,N= aI' we have 

max Iyh . - y. I~h, 
. 0 N,l 1 1= , ••• , 

where Yi denotes a solution of (1.1) at 

5 

x=x. , 
1 

and M is a positive 



constant independent of E and h. 

For proving this theorem, we set r(x)= Yh(x)- y(x) for 

a solution Y(x) of (1.1). Note that this rex) is differentiable 

on (0,1), since Yh(x) and y(x) are so. Now, we always have, 

from (l.la) , 

(3.1) 

for a solution u(i) (x) of ~2.4). Also, we may rewrite (2.5) 

using Yh(x) as 

(i) (i) 
( E Yh "- b, Yh ,u ) ,= ( f , , u ) , • 

111 1 

On subtracting (3.1) from (3.2), we get 

( Er"- b,r, u(i» ,= R, (u(i» + s, (u(i», 
1 1 1 1 

the left hand side by parts and employ (2.4) to obtain 

(i) 
E(ui+lr i +l 

(3.2) 

(3. 3) 

The present purpose is to derive from this a relation 

between r k - l and r k for k~2. We sum up (3.3) for i=O, ... ,k-l 

and arrange the summation to get 

(3.4) 
k-l ' (') 

u(k-l) 'r }= ~ (R, (U(l»+S, (u 1 » 
k k ~ 1 1 ' 

6 



where we have used rO= O. 

We now determine u(j) (x) for j=O, ... ,k-l by the matching 

conditions 

(i-I) (i) 
u i = u i ' 

(i) , u. , 
1 

i=l, ... ,k-l 

and by the boundary conditions u(~)= 0 and u(~-l)= 1. As seen 

in the preceding section, these conditions lead to 

(3.Sa) 

( 3 . Sb) 

(i-l) (i) 
where we set U.= u. = u . . The equation (3.S) is uniquely 111 

solvable by Lemma 1, and so there is a differentiable function u(x) 

on (O,Xk ) which becomes a solution of (2.4) in subinterval 

(xi,xi +l ). With this u(x), (3.4) may be written as 

k-l 
£r' - £u'r = k k k r: (Ri (u) + s. (u) ) • 

1=0 1 
(3.6) 

On the other hand, we consider (3.3) for i=k-l. We now 

U (k-l) (x) . (k-l) 0 d (k-l) 1 determine so as to sat1sfy u k-l = an u k = . 

By solving (2.4), we indeed get 

A 
For brevity, we denote this function by u(x). Then (3.3) becomes 

(3.7) 

Eliminating £rk from (3.6) and (3.7), we obtain 

k-2 
£Gk-lrk - l - £(~k- uk)rk= - Z=:(Ri(u)+Si(u»-Rk_l(u-G)-Sk_l(U-~). 

1=0 
(3.8) 
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(3.8), 
Bk - l 

r k - l - uk_lrk = 2 Tk l' 
EPk-l -

( 3. 9) 

where Tk - l denotes the right hand side of (3.8). This is our 

desired relation between r k - 1 and r k . 

In order to estimate r. by (3.9), we need to know some 
J 

properties of u. which will be given in several lemmas below. 
J 

Lemma 2. The solution u. of (3.5) satisfies 
J 

Proof. Using the operator L introduced in Lemma 1, (3.5a) 

may be written as 

Lu I. = 0, 
1 

i=l, ... ,k-l. (3.11) 

Since L is positive, the maximum principle yields, by u O= 0 and 

u k= 1, 

i=l, ... ,k-l. 

We further have ul>O. Because, jf ul=O, then we get from (3.5a) 

u = 2 u 3=· .. = u = k 0, 

which contradicts to u = k l. 

Next, we show that the sequence {u. } is monotone 
1 

increasing. Assume that for some i O' 

0<ul~u2~···~U' _l>u .. 
10 10 
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But we can apply the maximum principle to (3.11) for i=l, ..• ,iO-l 

to get 

o~u. ~u. , i=l, ... ,iO-l. 
1 10 

This contradicts to u. l>u.. Thus we have 
1 0 - 10 

The equality may be omitted since 

u.= 
1 

c. . 1 c. . +1 1,1- 1,1 
U. 1+ c.. 1- c .. 

1,1 1,1 

c. . 1 + C. . +1 1,1- 1,1 
~ c.. ui+l<ui +l · 

1,1 

The proof is completed. 

Lemma 3. For the solution u. of (3.5), we have 
J 

U. 
1 

u i +l 

< __ 2_" __ 

-1 
T. + T. 

1 1 

i=l, ... ,k-l. 

Proof. The inequalities O<u. l<u. and c .. 1>0 lead to 
1- 1 1,1-

c .. U.= c .. lU' 1+ c. '+lu'+ l 1,1 1 1,1- 1- 1,1 1 

from which we get 

U. 
1 

u i +l 
< 

c. '+1 1,1 

c .. - c .. 1 
1,1 1,1-

(3.12) 

since c .. >c .. 1 and U1'+1 >0 hold. From the definition of c .. , 
1,1 1,1- 1,J 

it follows that 

9 



a. a. 1- 2 
1 1-

C .. - C 1' ,1'-1= £p,o- + £P'-l--~Q~---
1,1 l~i 1 ~i-l 

a. 
1 

> £p.o- . 
1~ . 

1 

Combining this inequality and (3.12), we obtain 

U. 
__ 1_ < 

U i +l 

2Ep./S. 
1 1 

£p.a.!S. 
111 

2 2 = = a. +-1 
1 T. T. 

1 1 

which completes the proof. 

Lemma 4. Define v. by 
1 

i -i 
v . = -"T-:--_-_T~;-

1 k -k' 
T -T 

i=O, ... , k , 

where T= exp (ph) and p= 10/£ . Then the solution u. of (3.5) 
J 

satisfies 

u. ~ v. , 
1 1 

i=l, ... ,k-l. 

Proof. The definition of vi implies that vO= 0 and v k = 1. 

Therefore we have vO-u O= 0 and vk-uk = o. 

We next show that L(v-u) Ii is nonnegative. An easy 

calculation gives 

= -(i-I) 
T ) 

( a i - l + ai)(i -i) 2 Pi (i+l -(i+l))} 
+ Pi-l-S-,- p.- T -T ---- T -T . 

1-1 11\ Si 
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We now introduce two functions; 

p(t) 

and 

q(t) = t 
t -t' 

e - e 

It is easily seen that p(t) is positive and monotone increasing 

for t>O,and q(t) is positive and monotone decreasing for t>O. 

Using these auxiliary functions, L(v-u) I. may be written as 
1 

We can establish L(v-u) I .~O as follows; 
1 

(3.13) 

O<q(p.h)~q(p. lh) are valid. Therefore we have from (3.13) 
1 - 1-

2 ( ) ( i+l - (i+l» } 
- q Pi-l T -T 

2£q(P i _ l h) i-l -(i-l) -1 i -i 
k -k {-(T -T )+ (T. l+T. 1) (T -T ) 

h(T -T ) 1- 1-

( i+l -(i+l»} 
- T -T • 

-1 -1 
We further have, by virtue of T. l+T. l~T+T , 

1- 1-

11 



( i+l -(i+l»} 
- T -T 

= o. 

(ii) When p.<p. l' then O<p(p.h)<p(p. Ih) and 
1 1- 1 1-

q(p.h»q(p. Ih»O are valid. We now have from (3.13) 
1 1-

I E i-I -(i-I) i -i L(v-u).> k _k{-2q(p.h) h -T )+ 2p(p.h) (T -T ) 
1 h(T -T) 1 1· 

- 2q(p.h) (ti+l_T-(i+l»} 
1 

2 Eq ( P . h) . 1 (. 1) 1" 1 1- - 1- - 1-1 k k {-(T -1 )+(T.+T. ) (T -T ) 
- 1 1 h(T -T ) 

( i+l -(i+l»} 
- T -T • 

-1 -1 
Using again T i +T i ~T+T ,we get L (v-u) Ii >0. 

Thus we can apply the maximum principle to get our 

assertion. 

4. Proof of Theorem 

First of all, we notice that all constants to be appeared 

are independent of E and h. For proving our theorem, we return 

to the recurrence relation (3.9). From this relation, we get 

(4.1) 

12 



We can seek the bound of ITk_ll as follows. In the first, 

we obtain, from the definition of Tk - l , 

By assumption Al, we have Ibi - B(X,E) I~Klh on subinterval 

(xi,xi + l ) for a positive constant Kl . We also know that a 

solution y(x) of (1.1) satisfies Iy(x) I~K2 on (0,1) for a 

positive constant K2 . Moreover, it holds by Lemma 2 that in 

subinterval (xi,x i + l ), 

u (x) 
-1 

= [{T .exp(-p. (x-x.) )-T. exp(p. (x-x.» }UI 
1 111 111 

-1 
+{exp(p. (x-x.»- exp(-p. (x-x.» }u.+l]/(T.-T. »0. 

1 1 111 1 1 

Accordingly, we have 

l X '+l I R. (u) I = I 1 (b . - b (x , E) ) y (x) u (x) dx I 
1 1 

X. 
1 

~ Kh 
a.- 2 

1 
p.B. 

1 1 

for a positive constant K. Similarly, we obtain 

lSi (u) I ~Kh 
a.- 2 

1 ( ) B u.+ u i + l ' 
Pi i 1 

13 



.1\ .1\ 
We turn to the estimate of Rk_l(u-u) and Sk_l(u-u). 

Since it holds on (xk_l,xk ) that 

~ 0, 

we have 

and 

From these estimations, it follows that 

k-2 
ITk_ll~2KhC 

1=0 

k-l a. 1- 2 a.- 2 
= 4 Kh L ( 1- 8 + 1 8 ) u. , 

i=l Pi - l i-I Pi i 1 

where we have used u O= o. With p(t) introduced in proving 

Lemma 4, we may write as 

a. - 2 
J 
p.8. 

J J 

1/2 
T. -

-1/2 
p. (T . + 

J J 

-1/2 
T. 

J 
-1/2 

T . ) 
J 

h 
2p(p.h/2) , 

J 

and already know that p(t) is momotone increasing, say, 

p( Pj h/2)£P(Ph/2). This leads to 

14 



and so 

a.- 2 
J h 1/2 -1/2 

T - T 
p·6· 

J J 

1/2 -1/2 
I I T - T 
Tk - 1 ~_8Kh 1/2 1/ 

p CT +T - 2) 

k-l 

~ u .• 
1 

Combining this and (4.1), we finally get 

We are now in a position to prove our theorem. It 

suffices to consider two cases; 

(i) -a h/I€ = h for a~O. 

(ii) h//E = h a for O<a~l. 

k-l 
In case of (i), we rewrite the summation ~ u. as 

~1 

(4.2) 

On applying Lemma 3 and on using the fact that 2/(T.+T~1)~2/(T+T-l), 
J J 

we obtain 

k-2 k' ~ -1 -1-1 
~uk_l{l+ 4--(2/(T+T» } 

1=1 

15 



further have 

2 
-1 ). 

T+T 

We combine this inequality and (4.2) to get 

1/2 -1/2 
T -T 
1/2+ -1/2 

T T 

/ ( 1 -
2 
-1 

T+T 

from which we obtain, by virtue of the inequalities EPPk_l~8 

2 
-1 

T+T 
(4 .3) 

where ml = 8K/8. Using (4.3) successively by starting with 

rN= 0, we get 

(4.4) 

But since we now concern case (i), it holds that 

~ exp (18) + exp (-/8) 

~ K > 2. 

Therefore we have from (4.4) 

16 



k=2 , ... ,N , 

2 where Ml = ml /( 1- K ) • The constant Ml is trivially 

independent of E and h. 

We proceed to case (ii). In this case, we estimate the 

right hand side of (4.2) by using the results of Lemma 4. 

It holds by Lemma 4 that 

k-l 
L 
i=l 

k-l 
u. ~L 

1 i=l 

= 

1 

i -i 
T -T 

k -k 
T -T 

T -1 (l-T - (k-l) ) 

1 - T- l 

k -k k-l -(k-l) T -T -(T -T ) 
< k -k 

T -T 
-1 

T + T - 2 

= 

} 

and uk_lfVk_l<l. Applying these estimates to (4.2), we obtain, 

because of EPPk_l~o, 

Under the present condition, we have 

= 
-1 

Tk-l-Tk - l 
-1 

T - T 

o ~o r,:-O ~o 
=(exp(/bk_lh )-exp(-vDk_lh »/(exp(voh )-exp(-voh ». 

17 



The Taylor's expansion of exp(z) implies that the last term is 

bounded by a positive constant m2 independent of E and h. 

Therefore we get 

where M2= 4Km2/o. The desired result is obtained by applying 

this estimate successively. Indeed, we get by starting with rN=O 

N-l 
Irk-II < M2 ( 1- IT v. )h 

j=k-l J 

This completes the proof of our theorem. 

18 
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Construction of a difference scheme for some singular perturbation 

problem by a Liouville-Green transformation 

By 

Koichi Niijima 

1. Introduction 

Let s be a small positive parameter and consider a singular 

perturbation problem of the form 

sy" + a(x,s)y' + b(x,s)y = f(x,s), 

y(O) = dO' y (1) = d l · 

O~x~l, ( l.la) 

( l.lb) 

On a(x,s), b(x,s) and f(x,s), we make the following assumptions; 

(i) The functions a(x,s), b(x,s) and f(x,s) are twice 

continuously differentiable with respect to x on 

D = {(x,s) I O~x~l, O<s~sO' sO: small} , and they are bounded 

on D together with partial derivatives with respect to x up to 

second order, 

(ii) The condition a(x,s)~o>O is satisfied on D. 

It is well known that a reasonable difference approximation 

to this problem may give inaccurate results for small s. For 

example, the centered three-point difference scheme has this 

property. So we desire difference schemes whose solution converges 

to a solution of (1.1) uniformly in s. Difference schemes of 

this type have been considered by A.M.Il'in [2) and recently 

21 



by M.van Verdhuizen [7], in case of b(x,E)=O, and by J.J.H.Miller 

[3] and K.V.Emeryanov [1], in case of b(x,E)~O in D. However, 

the rate of convergence is of order h except for the method of 

Verdhuizen, where h denotes a mesh step. 

The aim of this paper is to construct a difference scheme 

for the problem (1.1), whose solution converges to that of (1.1) 

uniformly in E with order h 2 , by using a Liouville-Green trans-

formation. In our analysis, b(x,E) 1S not assumed to be non-

positive in D. The procedure of constructing our scheme is 

exactly the same as in K.Niijima [5], [6], but the error analysis 

requires detailed estimates concerning a solution of an analogous 

problem to (1.1). These estimates can be derived not from the 

maximum-principle but from Lemma 1 in K.Niijima [4]. 

In our approach, we can also obtain the value of the 

approximation at any points between the nodes, and its accuracy 

is of order h 2 uniformly in E. This point is different from the 

results of Veldhuizen [7]. 

Throughout this paper, C. denotes a constant independent 
1 

of E and the symbol C is used in common as a positive constant 

not depending on E and h. 

2. Estimates for a solution of an analogous problem to (1.1) 

In this section, we give detailed estimates concerning 

the solution y(x) of the problem 

22 



O~x~l, 
(2.1) 

where a(x,E), b(X,E) and f(x,E) are continuous and bounded OR D, 

and the condition a(x,E)~6>O is satisfied in D. 

Lemma 1. For the solution y(x) of (2.1), we have 

Proof. Applying Lemma 1 in [4] to an initial value 

problem associated with (2.1), we obtain 

y(x) = p(x) (y' (O)A(X) + ~~(X) + dO). 

Here A(X) and ~(x) are 

and 

A(X) = (OX q(t) dt 
J r p2 (t) 

~(X) = (X q(t) rt f(s dP(s) dsdt, 
J 0 p2 (t) ) 0 'q (s) 

respectively, where 

and 

p (x) = exp <foX ex (t) dt) , 

23 



a(x) being a solution of 

a'(x) + a(x,E) a(x) + a 2 (x) + b(X,E) = 0 
E E 

subject to 

a(O) = O. 

The value y' (0) is determined by the end condition to get 

y(x) = (1 - ~«Xl»)P(X)dO + A(x) P(x)d + p(x) (~(x)_A(x)~(l» 
1\ 1.(1) p(l) 1 E 1.(1) • 

(2.2) 

The bound for Iy(x) I is derived as follows. As was shown in 

the proof of Lemma 1 in [4], there exists a constant C2 such 

that 

from which the bound 

is obtained. 6" Combining this with the estimate O<q(x)~exp(-£x), 

we get 

I~(x) I~C5~~tlf(S'E) lexp(-%(t-S»dSdt. 

A (x) 
Noticing here that O~A(l)~l, we have the desired result. 

Corollary. The derivative y' (x) satisfies the following 

estimate: 

1 <5 
I y' (x) I ~c 6 ( 1 + £" exp (- £"x ». 
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Proof. This estimate is obtained by differentiating y(x) 

in (2.2) and by noting that A(l)= o(s). 

3. Approximation to the problem (1.1) 

We begin by approximating a(x,s), b(x,s) and f(x,s) 

which appear in the equation (l.la). Let N be a positive integer 

and define a mesh step h by h=l/N. We also define equidistant 

mesh points x. by x.=ih, i=O,l,···,N. For later use, we shall 
1 1 

introduce two functions g(x,s)=b(x,s)/a2 (x,s) and c(x,s)= l/a(x,s). 

In subinterval [xi,xi +l ], we approximate a(x,s), b(x,s) and f(x,s) 

by 

and 

A(x,s) 

B(x,S) 

2 = l/(a.(x-x.) + S.(x-x.) + y.), 
1 1 111 

=-(a.(x-x.) +m. -1)A2 (x,s) 
111 

3/2 k.{ x 
F(x,s) = A(x,s) exp(~ A(t,s)dt) 

x. 
1 

·(r,.(<P(x)-<p(x.» + w.), 
111 

respectively. Here a., 8., y., m. and k. are 
1 1 1 1 1 

a. = -(gi+l-gi)/h, 
1 

8. 
1 

= (ci+l-ci)/h + gi+l-gi' 

y. = c. , 
1 1 

m. = 1 - g. 
1 1 
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and 

where g.=g(x. ,E) and c.=c(x. ,E). The function ¢(x) included in 
1 1 1 1 

(3.1) denotes 

¢ (x) = ¢ (xi) + I xA(t,E)dt 
x. 

1 

for x.~x~x'+l' and '. and w. denote 
1- - 1 "'1 1 

and 

1 
l;. = 

1 S. 
1 

_ 3/2 
w. - y. f., 
111 

si-ixi+l respectively, where A(t,E)dt. 
x. 

1 

for i=O, 1 , ... , N , 

A(X.,E) =a(x.,E), 
1 1 

B(x. ,E) = b(x. ,E) 
1 1. 

and 

F (x. , £) = f (x. , E) • 
1 1 

y.3/2 f .) 
1 1 

(3. 2 ) 

It follows at once that 

(3.3) 

This shows that the functions A(X,E), B(X,E) and F(X,E) are 

continuous on D. We further have the following lemma: 

Lemma 2. The estimates 

I A (x , E) - a (x, E) I ~Ch 2 , 

I B (x , E) - b (x, E) I ~Ch 2 
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and 

I F (x, c) - f (x, E:) I ~Ch 2 

hold on D. 

Proof. From (3.3), it suffices to prove the above 

estimates only in subinterval [xi,xi +l ]. In the first, we have, 

by virtue of the Taylor's theorem, 

2 . 
o.. (x-x.) +8. (x-x.)+y. = c.+«c.+l-c.)/h+g.+l-g.) (x-x.) 1 1 1 1 1 1 1 1 1 1 1 

= c.+c.' (x-x. )+0(h2 ) 111 

which establishes the first estimate. This fact and the Taylor's 

theorem again lead to 

B(x,c) = (-a. (x-x.) + 1 - m.)a2 (x,c) + 0(h2 ) 111 

= b(x,c) 
2 

a (x, c) 

2 2 2 + 0 (h » a (x, c) + 0 (h ) 

= b(x, c) + O(h2 ) 

which asserts the second estimate. Before proving the last 

estimate, we note that ~(x)-~(xi)= O(h) holds for xi~x~xi+l' 

d 3/2f 3/2f - O(h) and k.= 0(1). an Yi+l i+l-Yi i- 1 By noticing further 

_ (X k. s. k. s. 2 
that ~(x)-~(xi)=Jv A(t,c)dt and exp(- ~ 1)=1_ ~ 1 + O(h ), we 

x. 
1 

have 
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F (x, d 3/2 k i 2 = A(x,d {I + 2(qdx)-qJ(xi» + O(h)} 

k.s. 2 3/2 3/2 ¢(x)-¢(x.) 3/2 
. [{ (l-~+O (h )'. f . -. . f . } 1 + y. f. ] 2 JY1+1 1+1 Y1 1 S. 1 1 

1 

= A(X,E)3/2{1 + :i(¢(X)-¢(Xi »} 

k i ¢ (X) -¢ (xi) 3/2 
. [{ 1-2 ( ¢ (x) - ¢ ( xi) ) - ( 1- s . ) } Y i + 1 f i + 1 

1 

¢(X)-¢(Xi ) 3/2 + O(h2) 
+ (1 )y. f.] 

S. 1 1 
1 

3/2 2 3/2 = A(X,E) {(l+O(h »Yi+l f i +l 

k i ¢ (x) -¢ (xi) 3/2 3/2 
- (l +2 (¢ (X) - ¢ (X . ) ) ) (1- ) (y. + 1 f. + 1 - Y . f . ) } 1 Si 1 1 1 1 

+ O(h2 ) 

3/2 3/2 ¢(x)-¢(xi ) 3/2 3/2 + O(h2) = A (x, d {y. f . + (y. +1 f. +1- y . f. ) } 1 1 S. 1 1 1 1 
1 

where, in the last step, we have used the equality 

Since the term in the brackets 

gives a polygonal interpolation.to 3/2 
f (x, E) /a (X, E) ,we get 

the last estimate. 

Corresponding to (1.1), we consider the problem 

EY" + A(x,£)Y' + B(X,E)Y = F(X,E), 

Y(O) = dO' Y(l) = d l . 
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We have the following theorem. 

Theorem. Let y(x) be a solution of (1.1), and Y(x) a 

solution of (3.4). Then we have, in D, 

2 Iy(x) - y(x) I~Ch . 

Proof. Putting u(x)= Y(x)-y(x), it satisfies 

EU" + A(X,E)U 1 + ~(X,E)U 

= F(X,E)-f(x,E)-(A(x,E)-a(x,E»yl-(B(x,E)-b(x,E»y 

and (3.5) 

u(O) = u(l) = o. 

Since A(X,E), B(X,E) and the right hand side of (3.5) are 

continuous on D and there exists a constant 0 such that 

A(X,E)~O in D for o~o>O, we can apply Lemma 1 to the above 

problem to conclude that 

where the results of Lemma 2 have also been used. By virtue of 

the estimate 

1 0 
lyl(X)I~C6( 1 + - exp(- - x» 

E E 

which follows by applying Corollary in Section 2 to (1.1), we 

have further 

The proof is completed by noticing that the integral term is 
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bounded by C because of o~o. 

4. A three-point difference scheme 

The purpose of this section is to derive a three-point 

difference scheme between Y. 1= Y(x. 1)' Y.= Y(x.) and 
1- 1- 1 1 

Yi + l = Y(x i +l ), where Y(x) is a solution of (3.4). On [xi,xi +1 ], 

we change (3.4a), by the L~ouville-Green transformation 

into 

z = </l. (x) , 
1 

2 

E ~ + {A(x,d + ~(</l. II 

dz </l. ' </l. ' 1 
1 1 

v. = 1jJ.(x)Y(x), 
1 1 

1jJ! ,dv. 
- 2 ~ </l. ) } __ 1 

1jJ. 1 dz 
1 

1jJ! 1jJ' 
+ {~2(B(X'E) - ,1,1. A(x,E» + -i-«~)2 

~ ~ ~ 2 1jJ. 

1jJ! 
(,J, 1) , ) }v. 
~. 1 

~. 1 ~. 1 
1 1 

1 

1jJ. 
1 = --2 F(x,s). 

</l. ' 
1 

(4.1 ) 

We shall determine </l. and 1jJ. by the differential equations 
1 1 

1jJ~ 
~." _ 2 1 ~ 
~ ~~. 

1 ~. 1 
1 

and 

with some constants k and £. 

, 
1jJ. /1jJ. are given by 

1 1 

= k</l. '2 
1 

, 2 
= ~¢. 

1 

As was 
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¢l" (x) = 1/(0. (X-X.) 2 + S (X-X.) + y) 
1 1 

and 

l.jJ~(x)/l.jJ.(x) = -(a(x-x.)+ m)/(a(x-x.)2+8 (x-x.)+ y), 
1 1 1 1 1 

respectively, where m=(S+k)/2 and ~=ay-m(B-m). Now, we choose 

0.=0.., 8=8., y=y. and k=k .. Then we have 
1 1 1 1 

A(x,E) = ¢i' (x) 

and 

B (x, E) 
2 l.jJi(x) 

= ¢.' (x) + A(x,E) 
1 l.jJi (x) 

which imply that (4.1) may be written as 

2 d v. dv. 
E ----21 + (1 + Ek.)d 1 + (1 + ~~.)v. = 

dz 1 Z 1 1 

l.jJi (x) 
2 F(X,E). 

¢ ~ (x) 
1 

(4.2) 

(4.3) 

Notice here that ¢(x) in (3.2) is a function obtained by solving 

(4.2) for each i and by connecting them continuously. It follows 

from the inequality A(X,E)£8>0 that z=¢(x) is continuous and 

monotonically increasing on [0,1], and so it has an inverse 

-1 
x=¢ (z). Therefore the right hand side of (4.3) may be written 

as S. (z-¢(x.))+ w. with t. and w. which have already been given 
1 1 1 1 1 

in Section 3. Hence (4.3) is solvable analytically and the 

solution v. (z) takes the form 
1 

(i) (i) 
where r l and r 2 are roots of the equation 
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Er2 + (1 + Ek.)r + 1 + E£. = 0, 
1 1 

and w. (z) denotes a particular solution of (4.3). Thus the 
1 

solution Y(x) of (3.4) may be written, in [xi,xi + l ], as 

Y(X) = v.(¢(x»/1jJ.(x) 
1 1 

2 1/2 
= (a. (x-x.) +6. (x-x.)+y.) 

11111 

(.) k. (.) k . 
. [Kl exp{ (r l l +~) (¢ (x) -¢ (xi» }+K2exp{ (r2 1 +2 1 ) (¢ (X) -¢ (xi» } 

k. 
+ exp(-21 (¢(x)-¢(x.»w. (¢(x»]. 

1 1 

The first step of obtaining our difference scheme is to express 

Kl and K2 by Yi and Yi + l . This is accomplished by solving the 

system 

;y,- (K l + K2 + w. .) = Y., 
1 1,1 1 

where w .. = w. (¢(x.». The next step is to match the first 
1,) 1 ) 

derivative of Y(x) in [xi,xi + l ] with that of Y(x) in [xi_l,xi ] 

at the node x.. The matching condition yields 
1 

dw. 1 . 
+ 1- ,l}~ 

dz i-l' 
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1,1 

dz 

l4 .5) 



k.s. 
where 1 1 m.=(S.+k.)/2, ~.= exp(-2---)' 

1 1 1 1 

dw .. 
1,J = 

dz 

dw. (z) 
1 I and 

dz z=¢ (x . ) 
J 

Ll and L2 are, respectively, equal to Kl and K2 in which the 

index i is replaced by i-l. Substituting these Kl , K2 , Ll and 

L2 into (4.5), we have 

(i-l) (i-l) (i-l)~ 1/2 
K Tl T2 si-lai-l Yi - l + ( (i-l)+ (i)+ (i)+ (i» n n r l r 2 

1/2 . a. Y. 
1 1 

(i-l) (i-l) (i-l)~ 
K T 1 T 2 s· lW' 1 . 1 1- 1-,1-

(i) dWi_l,i 
+ K w. '+1 + ~. l--~d-=~ 

dw .. 
1,1 

1,1 1- z dz 

To calculate the right 

hand side, we must seek w. (z). Since the right hand side of 
1 

(4.3) is a linear function of z and since rii)r~i)=(l+€£i)/€~O 

for sufficiently small €, w. (z) takes the form 
1 

w. (z) = 
1 

After a careful computation, we finally get 
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t. 1 t. 
{ 1- 1 

+ (c·+1-2c.+c. 1)/2h+(g·+1-g· 1)/2--=--C2 oth(o. 1)-~2 oth(o.)} 
1 1 1- 1 l- E 1- E 1 

t. k. t. S. 
1 1 - 1 1 

-( --2E coth(o.)+ --2 ) (w./~. - n.~.) + 2 . h( )exp(--2) 
1 Ell 1 1 ESln o. E 

1 

• (W. +l/Q,. - n. E; . ~ • ) 
1 1 111 

+ E;. 1 ~. 1/ L 1 - ~. /I. , 
1- 1- 1- 1 1 

I- 2 -where o. = t.S./2E, t. being Ik. - 4E~., and k.=l+Ek., ~.=l+E~. 
111 1 1 1 111 1 

- - 2 and n.= k./~. . This gives our difference scheme. 
111 

5. Numerical experiments 

In this section, some numerical experiments are performed 

with our difference scheme and the computed solution is compared 

with an exact one. In each table below, only the maximum error 

at the nodes is listed. The experiments were carried out for 

N=8, 16 and 32. 

The first problem is 
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2£ 2 £y" + ( -- + ---.,,- )y'= 
l+x (1+x)2 

y (0) = 

with the exact solution 

2 'IT (. ('ITs) 'IT £ ('ITs» 
4 Sln 2 + ~os 2 ' 

(l+x) 

y(l) = 0 

y(x) = cos('lT 2s) + exp(-l/£)-exp(-s/£) 
l-exp(-l/£) , 

where s=2x/(1+x). This problem was used in experiments by 

Veldhuizen [7]. 

N = 8 N = 16 N = 32 

£=10 
-1 

0.76(-2) 0.20(-2) 0.54(-3) 
10-2 0.65(-2) 0.22(-2) 0.60(-3) 
10- 3 0.64(-2) 0.22(-2) 0.63(-3) 

10-4 0.65(-2) 0.22(-2) 0.64(-3) 
10-5 0.64(-2) 0.22(-2) 0.63(-3) 

10- 6 0.64(-2) 0.22 (-2) 0.65(-3) 

10-7 0.64(-2) 0.22(-2) 0.63(-3) 

10- 8 0.64(-2) 0.22(-2) 0.63(-3) 

The next problem is 

2 4 
£y" + -----;:;- y' -

(1 +x) 2 (l+x) 3 Y = 
4 {(l+x) exp(-l/£) 

(1+x)4 l-exp(-l/£) 

2 
+ (l+x + ~)cos('lTs) 

4 2 

y(O) = y(l) = 0 

3 '­-, 



with the same solution as above, where s=2x/(1+x). 

N = 8 N = 16 N = 32 

E=10 -1 0.22(-2) 0.59(-3) 0.18(-3) 
10-2 0.22(-2) 0.91(-3) 0.28(-3) 
10- 3 0.22(-2) 0.99(-3) 0.39(-3) 
10-4 0.22(-2) 0.99(-3) 0.39(-3) 
10-5 0.22(-2) 0.99(-3) 0.40(-3) 
10- 6 0.22(-2) 0.99(-3) 0.40(-3) 
10- 7 0.22(-2) 0.99(-3) 0.40(-3) 
10-8 0.22(-2) 0.99(-3) 0.40(-3) 
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On the Viscous Shallow - Water Equations I 

-- Derivation and Conservation Laws --

By 

Hiroshi KANAY~~* and Teruo USHIJIMA** 

Synopsis 

In this paper, we derive the two-dimensional viscous shallow­

water equations, starting from the three-dimensional Reynolds 

equations. It is also shown that the derived equations have the 

horizontal viscosity terms hereditary from the original Reynolds 

equations and that mass and energy conservation laws are satis­

fied under physically plausible conditions. 

1. Introduction 

The aim of this survey paper is to clear the derivation of 

the two-dimensional viscous shallow-water equations, to show 

the complete forms of the horizontal viscosity terms, and to 

establish conservation properties of mass and energy in the 

derived equations. 
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computer simulation of the tidal motion in a bay has 

often been studied in recent years. It is well known that 

the two-dimensional viscous shallow-water equations are the 

basic ones for the tidal current. 1) However, a newcomer 

into this field would be puzzled by the number of apparently 

different mathematical models. 5) Especially, the horizontal 

viscosity terms are written in various forms. It seems that 

one of the reasons for this confusion is that there are many 

researchers who do not pay much attention to these terms 

because they are usually small in comparison with the vertical 

viscosity terms. I) In the above situation, the authors 

believe that it is very important to clear the derivation of 

the viscous shallow-water equations and to show the complete 

forms of the horizontal viscosity terms. This is partly 

because, from the mathematical point of view, it is necessary 

to set suitable boundary conditions for the basic equations 

to be well-posed, which may depend on the forms of the visco­

sity terms. 

Also, this is partly because, from the numerical point of 

view, it is important to distinguish the artificial viscosity 

produced by numerical schemes from the original viscosity 

in the basic equations. In fact, these necessity and 

importance of mathematical and numerical analysis of shallow­

water phenomena are stressed by many engineers and scientists. 
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For the first step of this analysis, it is indispensable to 

settle a sound mathematical model which describes the pheno-

mena by fairly plausible derivation. 

paper is in this point. 

Our motivation of this 

Now, let us summarize the contents of this paper. First, 

we derive a general form of the two-dimensional viscous 

shallow-water equations, starting from the three-dimensional 

Reynolds equations for the time-smoothed velocity of the 

turbulent flow. The derived general form includes, as the 

special cases, a few typical horizontal viscosity terms used 

by several investigators, for example, Dronkers 1" Leendertse-

Liu 71 , wang 121 and Kawahara 111 • Furthermore, the derived 

equations have the following two principal features: 

A) the horizontal viscosity terms are hereditary from the 

original Reynolds equations, 

B) mass and energy conservation laws 71 are satisfied under 

physically plausible conditions. 

As far as we know, Juncosa first discussed mass and energy 

conservation laws in simplified equations. 71 Later, 

Gustafsson-Sundstr6m6 ) demonstrated the well-posedness of a 

linearized system by the energy method. Our demonstration of 

conservation laws in the full system seems to be new. 

Remark 1 

It is noted that Zienkiewicz-Heinrich 5j gives a complete­

ly different derivation of the viscous shallow-water equations 

from others. 
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2. Vertical averaging of the Reynolds equations under the hydro-

static pressure assumption 

As the starting point, we adopt the three-dimensional 

Reynolds equations (R)8\ for the time-smoothed velocity of 

the turbulent flow in the following form 

where 

Du = Dt 

Dv = Dt 

Dw = Dt 

dU - + dX 

D 
Dt 

1 dP 1 dlXX-
dX + (--+ 

p r dX 

1 dP + 1 ~ 
( dX + 

P dy p 

1 dP 1 dlxz 
+ (~ + 

P 3z p 

dV + dW = 
ely elz 0, 

~+ d1ZX 
32) dy 

~ ~) + dy dZ 

~ 
3y + 

dlZZ az) 

+ Fx, ( 1 ) 

+ Fy, ( 2 ) 

+ Fz, (3 ) 

(4 ) 

x, y and z are Cartesian coordinates, t is time, u, v and 

ware the time-smoothed velocity components in the x, y 

and z directions respectively, P is the time-smoothed 

pressure, p(>O) is the density of seawater, Fx, Fy and Fz 

are the x, y and z components of the forcing term, finally 

lXX, lyy, lZZ, lxy, 1yx, lyz, 1zy, 1ZX, and 1XZ are stress 

components which are symmetric, that is lxy = lyx, 1yz = 1zy 

and 1ZX = lXZ. The density of seawater p is, for simlicity, 

assumed to be positive constant in this paper. Unless we 

clearly show the dependence on x, y, z and t, the same 

remark holds in the following. 
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To advance the description of the viscous shallow-water 

phenomena in which representative sizes of the quantities 

in the horizontal plane are quite larger than those in the 

vertical direction, we adopt the so-called hydrostatic 

pressure assumption. Dw 
This implies that Dt and 

1 dTXZ dTvZ aTzz 
- (---- + ~ + ----) are neglected in (3). Furthermore, 
P dX ay dZ 

it is assumed that the forcing term takes the following 

form : (Fx, Fy, Fz) = (fv, -fu, -g), where f is the 

Coriolis coefficient and g(>O) is the acceleration of gravity. 

The horizontal components of the forcing term (fv and -fu) 

repressent the principal parts of the Coriolis force. 

The Coriolis coefficient f equals 2w sin¢ where w(>O) is the 

angular velocity of the earth and ¢ is the geographical 

latitude which is positive in the Northern Hemisphere and 

negative in the Southern Hemisphere. Hence, the equations 

of motion (1) - (3) are reduced to the following equations 

(5) , (6 ) and (7) 

Du 1 dP 1 dTXX ~ d1 zx 
fv, (5 ) ax + (-- + ay + 32) + Dt P P ax 

Dv 1 ~+ 1 dTxy dTyV 
+ ~) fu, (6 ) = (-- + --~ -Dt P dy p ax ay dZ 

o = 1 ap 
- g. 

P dZ 
(7 ) 

In this paper, the system (4) - (7) is called the Reynolds 

Hydrostatic system (RH). The concrete expressions of stress 

components will be described later. 
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z 

[ (x,y,t) 
the sea surface fs 

the reference plane 

the bottom fb 

Fig.l The cross section of a bay 

Throughout this paper, the mean sea level which is 

assumed to be horizontal is taken as the reference plane 

(see Figure 1). Let us denote the sea surface and the bottom 

by fs and rb respectively. We assume that the two boundaries 

fs and fb are uniquely expressed as z = ~ (x,y,t) and 

z = -h(x,y) <0, respectively, where the smooth function ~ 

may be considered as unknown in the following, while the 

smooth function h is known. Then, it is assumed that the 

set of smooth functions (u,v,w) of RH(4) - (7) satisfies the 

following two boundary conditions 

w ~ + u~ + v~ 
dt dX dy' 

(x,y,Z) E fs, (8 ) 

dh dh w = - u dx - v 3y , (x,y,Z) E fb. (9 ) 

The conditions (8) and (9) mean that the normal velocity 

component vanishes both on the free boundary rs and on the 

fixed boundary rb. 

In fact, they are obtained from the condition : 

DG = 0, where G = z-~ for (8) and G = -h-z for (9) respec­
Dt 

tively. 
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Let us introduce the following notations : 

H - h+l:;, .......................... (10.0) 

1 [, 
U - IT J udz, 

-h 
(10.1) 

1 C, 
V - H J vdz. 

-h 
(10.2) 

It is reasonable to restrict our consideration to the case 

which satisfies the condition : 

H > O. (10.4) 

Let e(x,y,z,t) be an arbitrary mathematical expression 

dependent on the symbols x, y, z and t. For simplicity, we 

introduce the following notation 

e (x,y,z,t) = e (x,y,l; (x,y,t) ,t)-e (x,y,-h(x,y) ,t). I z=1:; 

z=-h 

With these notations, the first proposition comes from (4). 

Proposition 1.1 

If the set nf smooth functions (u,v,w) satisfies (4), then 

3 (HU) + 
3x 

Corollary 1.2 

3(HV) 3 a 
3y + (w-uaxZ - v 3yz) I Z=T 

? = O •••• (10) 
z=-h 

If the set of smooth functions (u,v,w), l; and h satisfies 

(4 ), ( 8) and ( 9), then 

de:; d (HU) + 
3 (HV) 

= o , a-t+ ax ay 
(11) 

which is equivalent to 

aH + a (HU) 
+ 

a (HV) 
= o . 

at ax ay 
(12 ) 
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Proof 

The integration of (4) with respect to z from -h to ~ 

yields 

~ au e,a 
J dz + J ~ dz + w 

-h ax -h dy 
= o. 

z=e, 

z=-h 

Remember the following equalities 

e, au 
fax dz = 

-h 

r, av 
J dz 

-h dy 

~ Z=C, 
~ J udz - (u~ z) 
ax -h dX z=-h 

d ~ a J vdz 
y -h 

(v_d_ z) 
dy 

z=( 

z=-h 

(13 ) 

(14 ) 

(15 ) 

The substitution of (14) and (15) into (13) and the use of 

the boundary conditions (8) and (9) result in 

a e, a e, ae, a J udz + -a- J vdz + at = 0, 
x -h Y -h 

(16 ) 

which means (11) due to the definitions (10.1) and (10.2). 

Q.E.D. 

The similar integration of (5) - (7) produces the second 

proposition. 

Proposition 2 

If the set of smooth functions (u,v,w), P, Txx , Tyx, TZX, 

Txy , Tyy and Tzy satisfies (4) - (7), and if the atmospheric 

pressure P (x,y,~,t) is constant, then, 

a ~ a ~ a L, a a a I z= L, 
~t f u dz+~ J u 2 dz+~ J uvdz + {u(w---z-u--z-v--z)} 
o -h oX -h oy -h at ax ay z=-h 
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ae; 1 a e; a I:; a a \z=£;; 
= -gH~- {~ f Txxdz+~ f Tyxdz-(Txx~Z+Tyx~Z-TZX) h} oX P oX h oy h . oX oy z=-

- - I 

£;; 
+ ff v dz, 

-h 
....................................... (17) 

a e; a e; a e; 2 a a a Z=I;; 
~t f v dz+~ f uv dz+-- Iv dz+{v(w---z-u--z-v--z)} 
o -h oX -h ay -h at ax ay z=-h 

[, 

- ff u dz. (18 ) 
-h 

Proof 

It is sufficient to prove only (17). The integration of 

(7) with respect to z from z to I;; leads 

P IZ=z = pg(e;-z). 

z=1;; 

Then, we have 

ap = a I;; ap 

(19) 

ax pg ax ' 'dy 
ae; 

= pg 'dy , .................. . (20) 

because the atmospheric pressure is assumed to be constant. 

Therefore, the similar integration of (5) yields 

e; ~u [, au I;; au I;; 'du 
o dz + f u-- dz + f v-- dz + f w-- dz 

!h at -h 'dx -h 'dy -h 'dz 

= -9H~ + !(~ 'dTxx dz + j 'dT~ dz + TZX 
ax p -h 'dx -h ay 

z=[, I;; 
) + ff vdz. 

z=-h -h 

..................... (21 ) 
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As (14) and (15), the following equalities hold 

L, dU 
J at dz = 
-h 

C. dU 
J u- dz 
-h dX 

c. 
J v dU dz 
-h ay 

d C. 
at J udz 

-h 

z=( 

z==-h 

z=i:, 

z=-h 

r, d r.;, av 
= f a-(uv) dz - f u-- dz 

-h Y -h ay 

a c;: 
= a f uvdz 

y -h 

a z=r.;, c;: av 
(uv dyz) - f ua- dz, 

z=-h -h Y 

c. 
J wau dz == 
-h az 

z=c, 1:, dW 
(wu) - f u adz , 

z=-h -h z 

1:, dTXX 
J dz 
-h --ax-

c. ~ 
J ay dz 

-h 

a l;, a z=c;: 
= ax _fhTxxdZ - (TXXdXZ) 

z=-h 

d i:, a z=( 
= ay f Tyxdz - (Tyx ayz) 

-h z=-h 

Furthermore, by (4), we have 

c. 
J U(dV + aw) dz 
-h ay az 

( dU 
= J u~ dz. 

-h aX 

(22) 

(23) 

(24) 

(25) 

(26) 

(27 ) 

(28) 

The substitution of (22) - (28) into (21) completes the 

proof of Proposition 2. 

Q.E.D. 

In the fol1owinq, the system (10), (17) and (18) is 

called the vertical Averaging Reynolds Hydrostatic system 

(ARH) . 
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3. The viscous shallow-water equations 

Let us define u and v as follows 

u = u-U, V = v-v. 

Obviously, from the definitions (10.1) and (10.2), it 

follows that 

l;, 
J u dz 
-h 

l;, 
0, J v dz 

-h 
o. 

Furthermore, we define the two-diemensional stresses 

TXX', Tyx', Txy' and Tyy' as follows: 

TXX' 1 ( P Je; -2 = - J TXX dz - H u dz, 
H -h -h 

Tyx' 

1 l;, p r; 
Txy = J 1 xydz J uvdz, Tyy' 

H -h H -h 

Txy' is also symmetric because Txy 

= 

1 c; 
II J Tyxdz 

-h 

1 
l;, 

- J Tyydz 
H -h 

-

is so. Then, 

l;, 
p --H J uvdz, 

-h 

p l;, 

J v2 dz. 
H -h 

a general 

form of the Viscous Shallow-Water equations (VSW) is the 

system which consits of (11) derived from (10) and the 

following (29) and (30) derived from (17) and (18) respec-

tively: 

au + Uau + v~l2. 
at dX Cly 

dV + u dV + vdV 
at dX dy 

+ 1 
Hp (IvpsITsy-IV3GbITby) - fU, 

where, Gs = z-c" 17 = (_~ 
v3G s dX' 
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~ ~ ~ ~ ~ ~ ~ ~ 

TSX = Tx·ns , Tbx = -Tx·nb, Tsy = Ty.ns' Tby = -Ty.nbJ 

The symbol· denotes the inner product of two vectors. 

Remark 2 

z=l;; a a a 
{u(w - atZ uaxz - va-z)} = 0 and 

y z=-h 

a - u-z -ax 
a VayZ)} 

Z=l;; 

z=-h 
= 0 in the left hand 

sides of (17) and (18) hold due to the boundary conditions 

(8) and (9). 

Remark 3 

In the right hand sides of (17) and (18), we have 

Z=r;; 

- (Txy;x Z + Tyya~Z - Tzy ) z=-h = I~GsITsy-I~GbITby· 

If the positive directions of stresses are taken as in 

Figure 2, TSX and Tbx are equivalent to the x-direction 

stresses on the tangential planes of fs and rb respectively. 

Tsy and Tby are the corresponding y-direction stresses. 
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_ lJfl.s 
- I vfl.s I z 

~zJLx 
z=-h 

Fig.2 The positive directions of TSX and Tbx 

Usually, the following concrete expressions n for lSx, Tbx, 

Tsy and Tby are used: 

I 'V'3GS IT SX = 2 2 1/2 
ePa Wx (v~ x +Wy) , 11J3GS I T sy = 

2 2 1 fi 
e Pav1y (Wx +Wy ) 

pg 1/2 
P~ V(U2+v2)1/2, I 'V3Gb I Tbx = U(U 2+V2) I ~Gbl Tby = C2 C 

where Hx and vJy are velocity components of the wind in the 

x and y directions respectively, e (>0) is the coefficient 

of the wind effect, Pa(>O) is the density of atmosphere, 

and C(>O) is the Chezy's coefficient. Finally, it is also 

noted that I~Gsl~l and I~Gbl~1 if the quadratic terms of 

a~ a~ ~hx and ~hy are sufficiently small compared with 1. 9) ax, ay, a a 

Remark 4 

From the definitions of u and v, it can be easily shown 

that 

a ~ a r; 
-- J u 2dz+a- J uvdz = 
ax -h y -h 

~(HU2)+~(HUV)+~ ; u2dz+~ ; uvdz, 
oX ay ax -h ay -h 

~ ~ 
J-(HUV)+~(HV2)+J- J uvdz+J- J vLdz, 
aX oy a X -h a y -h 
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in the left hand sides of (17) and (18). Also, we have, 

due to (12), 

;t(HU) + ;x(HU 2 ) + ;y(HUV) = 

;t(HV) + a~(HUV) + ;y(HV 2 ) = 

Remark 5 

H(au + Uau + VdU ) at ax ay' 

H (av + udV + V~Vy). at ax 0 

If u2 , uv and v2 are sufficiently small compared with 

U2 , UV and v 2 respectively, we have 

LXX' 1yx 
, 

In the following Remarks 6, 7 and 8, we examine the 

relations between constitutive laws assumed in the original 

RH system and those assumed in the vsw system. 

Remark 6 

Now, we suppose the following constitutive law ~ in 

RH (5) and (6) 

1 
-LXX 
P 

1 = -LYX 
P 

dV = vv- , dZ 

where vH(>O) and vv(>O) mainly denote the coefficients of 

eddy viscosity in the horizontal and vertical directions 

respectively. Then, for example, in the right hand side of 

( 1 7), we have 
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+~ 
ay 

-aH -aH -aH d -aH In the last part, we assumed that u ax ' u ay ' vax an Vay are 

. au au av av 
sufficiently small compared wlth Hax ' Hay' Hax and Hay 

respectively. Also, it is remarked that the z-independence 

of vH was essentially useq in the above calculation. 

The horizontal viscosity terms of this type were adopted by, 

for example, Wang 12) • 

Remark 7 

Remarks 5 and 6 suggest to ignore the following term in 

(17) : 

aax [ 2VH{ (u-u) aaxz } I :::h -!: ii 2 dZ] +aay [VH{ (U-u) adyZ+ (V-v) b} I ::~h 

-/ UVdZJ • 
-h 
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The same note also holds for (18). This disregard means that 

we assume the following two-dimensional constitutive law: 

(*) IT ' P xx 
1 , 

= pT yx 
av 

2vH­ay 

Kawahara ll ' also used this type of constitutive law. But, in 

his paper, the horizontal viscosity terms take the following 

forms in the right hand sides of (29) and (30) respectively: 

a au a au av 
ax {2VH(a)} + ay {VH(ay+ax)}' 

aax {VH(~~+~~)} + aay{2VH(~~)} 

Namely, the space dependence of H is neglected in a sense. 

On the other hand, Connor-Brebbia 9 ' describes the following 

horizontal viscosity terms in (29) and (30), when p is 

constant 

1: [~{ 2 v a (HU)} + a { (a (HU) + a (h'V) ) }] 
H ax H ax ay vH ay ax , 

1 r a { (a (HV) + a (HU) )} + ~ { a (HV) }] 
Ii La x v H a x a yay 2 v Hay , 

assuming directly the two-dimensional constitutive law with-

out describing the three-dimensional one. This means that 

1:r '=~T ' 1 '2 (aV+l alL) pLxy pYx' pTyy = VB ay H ay-V • 

Therefore, again, the neglect of the space dependence of H 

derives the same two-dimensional constitutive law as in 

Wang 12 ' and in Kawahara ll ' • 
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Remark 8 

There is another assumption of constitutive law in RH(5} 

and (6).7) That is 

1 dU 
-Txx='JH-;:;--' p ax 

1 dV 
-Txy=\)H- , 
P dX 

1 dU 
-T ='JH-' P yx dy 

1 av 
pTyy='J Hay , 

It is noted that, in this case, Txy is not equivalent to Tyx. 

The similar discussion to Remarks 5, 6 and 7 leads the follow-

ing two-dimensional constitutive law which was adopted by, 

for example, Leendertse-Liu 7'), Gustafsson-Sundstrom 6 ) and 

Walters-Cheng 14) : 

(**) iTxx'='JH~~' ~TyX'='JH~~' ~Txy'='JH~~' ~Tyy'='JH~~ 

Pinder-Graylo) seems to use the horizontal viscosity terms 

of this type. Some formulas in page 268 of the first edition 

of their book should be corrected, in our opinion. 

Dronkersl\ considered the abridged forms of this type, 

neglecting the space dependence of H. Namely, the horizontal 

viscosity terms in (29) and (30) take the following forms 

respectively : 

These abridged forms were also used by, for example, Kanayama­

Ohtsuka 4) and Praagman 15). Leendertse 2) and Kaneko et al. 3) 

completely neglected the horizontal viscosity terms. 
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Tanaka - Ono l3i describes the following terms in (29) and 

(30) of the same type as in Connor - Brebbia 9 ), using the 

second constitutive law : 

1: [~h) d (HU)} + a 
H ~x H dX dy 

1: G~{ . ~j (HV)} + d 
H dX vB dX ay 

4. Conservation of mass and energy 

This chapter demonstrates that the derived viscous 

shallow-water equations satisfy mass and energy conser-

vation laws under physically plausible conditions. The 

vector notation is used in the following. Then, the 

derived VS\t'J system (11), (29) and (30) can be rewritten 

as 

de, --> at + div (HU) = 0, (31) 

->-au --> ->- ->-at + U· VU + U[f) + g Ve, 

(32) 

where 

->-
U = (U, V) , [f) 

[0 f" 

-f oj 
(TXX T yX) T = 

Txy Tyy 
->- ->-
TX = (1 XX' 1 yx) , Ty = (T xy' Tyy) , 
->- ->-
1S = (T SX T sy) , Tb = (Tbx, Tby) . , 
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It is noted that the dashes of the two-dimensional 

stresses are omitted here, and that we use the following 

notation 

div(HT) 
-+ -+ 

(div(H1 x )' div(H1 y )' 

The initial conditions are specified as 

c. (x, y, 0) = r 0 (x, y) , ........... (33.1) 

-+ -+ 

U(x, y, 0). = UO(x, y) , ........... (33.2) 

in the smooth bounded domain rl. r denotes its boundary. 

We consider the following boundary condition : 

-+ -+ 
Un = U(x, y, t)·n = 0, (34) 

-+ 
where n denotes the outer normal unit vector on r. 

-+ 
The initial data UO(x, y) and sO(x, y) are assumed to be 

sufficiently smooth and to satisfy the compatibility condi-

tions associated with the boundary conditions (34), (49) 

and (55), and the condition (10.4). Under the above situation, 

the following mass conservation law holds. 

Proposition 3 (Mass conservation) 

-+ 
If the set of smooth functions sand U satisfies (31) 

and ( 34) for t> 0, we have 

d -+ 
dt Is dx = O. 

rl 
(35) 

Proof 

By the equation of continuity (31), the Gauss-Green 

formula and the boundary condition (34), the derivation of 

(35) is straightforward : 
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d -+ 
dt f s dx = 

~ 

ae, -+ 
f at dx = 
~ 

-+ -+ = - if) HU· n d s = O. 
r 

-f div (HU) d~ 
~ 

Q.E.D. 

Now, we consider the following energy form T(t) attached 

to our VSW system (31) and (32) 

T(t) (36) 

where it is required that l,(x, y, t) is square integrable 

over ~ with respect to the usual Lebesgue measure for fixed 

-+ 
t, and that U(x, y, t) is square integrable over ~ with 

-+ 
respect to the measure H(x, y, t) dx (H=h+l,>O) for fixed t. 

Proposition 4 (Energy Conservation) 

-+ 
If the set of smooth functions l" U and T satisfies (31), 

(32), (34) and (10.4) for t>O, we have 

dT 1 -+ -+-+ 
d t = P (d i v (H T ) + I vp SiT S - I v3G biT b, U), ••••• ( 3 7 ) 

where ( , ) denotes the L2-inner product over ~. 

Proof 

-+ 
Multiplying (3l) and (32) by ge, and by HU respectively, 

and integrating the results over ~, we can get 

a 1;, -+ ( at' g U + ( d i v (HU), g l,) = 0, (4 0) 

-+ au -+ -+ -+ -+ -+ -+ -+ ( at ' HU ) + (U • \) U , HU) + (U [ f] , HU) + { g v ( , EU ) 

(41 ) 
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The addition of (40) and (41) yields 

-+ aU -+ -+ -+ -+ ae 
(at,HU) + (U·VU,HU) + (at,g~) 

= -(U[f],HU) - g{(VI;;,HU) + (div(HU),I;;)} 

It is noted that 

-+ -+ 
(U[f], HU) = 0, 

and, due to the Gauss-Green formula and the boundary 

condition (34), 

-+ -+ 
(V 1;;, HU ) + ( d i v (HU) , 1;;) = o. 

Furthermore, we claim that the left hand side of (42) 

dT 
equals dt. In fact, we have 

-+ -+ -+ 1 al;; 1-+1 2 (U·VU, HU) = "2(U' U ), 

(42) 

(43) 

(44) 

(45) 

because, by the Gauss-Green formula, the boundary condition 

(34) and the equation of continuity (31), 

-+ -+ 
-+ -+ -+ au au -+ 1 -+ -+ 

(U . V' U , HU ) = (U ax + v a y , HU ) = "2 (V ( 1 U 1 2 ), HU ) 

1 1-+1 2 -+ -+ 1 -+ 1-+1 2 -+ = 2 fdiv(H U U) dx - "2 f div(HU) U dx 
~ ~ 

Therefore, we have 

-+ 
dT au -+ -+ -+ -+ ar 
dt = (at,HU) + (U·VU,HU) + (at,g~) 

Q.E.D. 
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Remark 9 

~ 

If ~, U and T in Proposition 4 further satisfies 

- (46) 

then, Proposition 4 ~mplies 

dT 
dt < O. ......................... (47) 

Let us adopt the concrete expressions for ~s and ~b in 

Remark 3 and choose the first constitutive law (*) in 

Remark 7. Then, the following additional conditions (48) 

and (49) are sufficient for (46) 

Wx = Wy = 0 in S1, (48) 

Ut = 0 on f, (49) 

-+ 
where Ut denotes the tangential velocity component of U. 

-+ -+ 
In fact, from the expressions for TS and Tb' it is obvious 

that 

1 ( I VPs I Ts , 
-+ 

0, U) = p (50) 

1 (1 173Gb I-;b, -+ 
U) < O. p (51 ) 

Furthermore, we can also show 

1 -+ o. (div(HT) , U) < p (52) 

The proof is as follows. By the Gauss-Green formula, we 

have 

= 

1 (div(HT) ,0) 
p 

1 -+ = -{ (div(HT x ) ,U) + 
p 

1 {f' -+) -+ f d' ( -+) d-+ - dlV(HUT X dx + lV HVTy X 
P S1 S1 

-+ 
(div (HT y ) ,V) } 

~ ~ + ~ 

T X '!.Y -+ T X ::.y = ¢ H(U-- + V )'n ds - (HVU,--p) - (HVV, ). r p p. p 
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Since the boundary conditions (34) and (49) imply U=V=O, 

we have 
-+ -+ 

H(U TX + 
Ty -+ 

¢ V-) ·n ds = o. 
r p p 

The final check is to show 
-+ -+ T 

(HIJV, Tt) (HIJU, ~) + > o. 
p 

(54) 

In fact, the first 'constitutive law (*) yields 
-+ -+ 

(HIJU,TX) + (HIJV,Ty) 
p p 

Hv {2(aU)2+au{~+av) + av (av I au) 2 ( av ) 2 } 
-+ 

= J + dx 
S"2 

H ax ay ay ax ax ax ay ay 

au 2 (au+av) 2+ 2 {dV)2 } -+ = J HVH{ 2 (ax) + dx > 0, 
S"2 

dy ax ay 

because of the condition (lO.4) and vH > O. 

Remark 10 

Choose alternatively the second constitutive law (**) 

in Remark 8 instead of the first one (*) in Remark 7. 

Then, the following additional conditions (48) and (55) are 

sufficient for (46) 

Wx = Wy = 0 in S"2, 

aUt AUt+(l-'\)an- :.. 0 

(48) 

on r, (55 ) 

aUt where ~ denotes the outer normal derivative of Ut and A 

is a constant such that 0<\<1. For the proof, it is 

sufficient to check only (52). The equality (53) yields 

1 -+ p (div(HT), U) 

-+ -+ 

= f; H (U~ + V~)· J; ds 
r p P 
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-+ -+ 

_ ( HV U T X) - (HVV, 2) 
, p p 

-+ -+ -+ = ~ HVH(UVU+VVV)·n ds - (HvHVU,VU). 
r 

Furthermore, due to the boundary conditions (34) and (55), 

the condition (10.4), and vH>O, we have 

= 

if 0<\<1 

if \=0 

which completes the proof. 
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Optimal error estimates for H-l-Galerkin method for parabolic 

problems with ~ime dependent coefficients 

By 

Mitsuhiro TOMONAGA 

§l. Introduction. 

An H-l-Galerkin method was introduced by Rachford and 

Wheeler [5] as an approximation scheme for a numerical solution 

of boundary value problem of a differential equation. Wheeler 

[6] applied the procedure to a one space dimensional parabolic 

problem with time independent coefficients and obtained optimal 

2 00 Land L error estimates. The collocation-Galerkin methods, 

which are mixed schemes of a collocation method and a Galerkin 

method, were introduced by Diaz, and several results were de-

rived by Diaz [2], Dunn and Wheeler [4] and Wheeler [7] for a 

two point boundary value problem. In particular, using discon-

tinuous piecewise polynomial spaces with collocation based on 

the Jacobi points, Diaz [3] analy~ed the collocation-H- l -

Galerkin method for one space dimensional parabolic problem 

with time dependent coefficients and derived optimal L2-esti-

mates. 

In this paper we clarify essential analogy between the 

H-l-Galerkin method and the collocation-H-l-Galerkin method, 
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and, using this property, we extend the results in [6] to the 

case of time-dependent coefficients and also derive an optimal 

LOO-estimate for the scheme in [3]. In the next section, we 

-1 describe a parabolic problem and define an H -Galerkin method. 

In §3, the collocation-H-l-Galerkin method is described and it 

is explained how these two methods are connect~d with each oth­

er. In §4, we present L2-and LOO-global rates of convergence 

for the H-l-Galerkin method, by the similar procedures to that 

of [3] and [4] for the collocation-H-l-Galerkin method. Finally 

we derive Loo-error estimate for the collocation-H-l-Galerkin 

method using similar arguements in §4. 

§2. A parabolic problem and H-l-Galerkin method. 

We consider the following initial boundary value problem 

to parabolic equations in a single space variable. 

~+ Lu = f(x,t), (x,t)~ IxJ, 
dt 

(2. 1) u(x,O) = Uo (x) , XEI 

u(l,t) = u(O,t) = 0, t E J 

where 1=(0,1), J=(O,T], and the elliptic operator L is defined 

by 

Lu d dU dU 
- ax(a(x,t)dX) + b(x,t)dx + c(x,t)u. 

Assume that there exist positive constants a O and a l such that 

a O < a(x,t) < a l , (x,t) f: IxJ. 
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are in Loo(I) uniformly on t, f(.,t) is in L2 (I) and Holder con­

I tinuous uniformly on t and Uo is in CO(I). 

In the following sections, the symbol u denotes the solu-

tion to (2.1) and a, band c denote the coefficients of the 

operator L unless otherwise stated. We denote the adjoints of 

the operator L by 

L*v = a ( av) - ax aax a!(bV) + cv, 

and also define the operator Lt by 

L u = _ a(aa au) + ab.au + ac 
t ax 3"t·ai at ax lie U 

and denote its adjoint by 

NOw, we introduce the following notation. Let L = {O=xO 

<xl<·····<xN=l} be a partition of I and set Ii=(xi _ l , xi)' 

h.=x.-x. 1 and h = max 
1 1 1- l<i<N 

h .• 
1 

For E C I and a positive integer 

r, denote by P (E) the class of polynomials of degree not 
r 

greater than r restricted to E. We define 

M~ = {Ck (I )nM=l(lH; (I) , k>O} 
= , 

Zr r djV 
O~i~N, O~j~k} = {v~){kl-. (x. )=0, k dxJ 1 

and 
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Also let 

and 

(¢ , IjJ ) E = J E ¢ (x) IjJ (x) dx , EC 1. 

-1 The H continuous time Galerkin approximation is defined 

by a map U:J ~~=l' wher~ 

(2. 2) 
au (at' v) + (U, L*v) = (f, v) jjr+2 

V~~l-l ,t E J. 

U(· ,0) will be defined later. 

The above equality relation defines a system of ordinary dif-

ferential equations for the time variable and determines U 

uniquely, once U(· ,0) has been specified. 

Now we introduce the following additional notation. For an 

m open interval E and a nonnegative integer m, let H (E) and 

Wm(E) denote the closure of Coo(E) in the norms 
00 

and 

= I Ilf (j ) II 
j=O Loo(E) , 

respectively. 

We define H-m(E) = (Hm(E)) I, using the norm 

Ilfll -m 
H (E) 

= 
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When E is equal to I or I., we shall suppress the symbol I or 
1 

I. and simply denote by i (e.g. /I f/l 2 and II fll 2 mean Ilfll 2 
1 L L (i) L (I) 

and 1\ fll 2 ' respectively) .. 
L (I.) 

1 

Also, for X a normed space with norm II • It X' and for maps 

¢:J ~ X, we a~opt the notation 

and 

II ¢ II 00 

L (J: X) 
= ess sup /I\) (t)11 X • 

tEJ 

§3. The relation between the H-I-Galerkin method and the 

collocation-H-I-Galerkin method. 

The H-I-Galerkin method is closely related with the col­

location-H-I-Galerkin method ~s d~scribed below. The colloca­

tion-H-I-Galerkin method is defined as a map U:J ~;U=l satis­

fying the following collocation relations and weak form. That 

is, for t E J 

(3.1 i) 

au 
r;-t(X' .,t) + LU(x .. ,t) = f(x .. ,t), l~j~r-l, 
a 1J 1J 1J 

au 3 
(at'v) + (U,L*v) = (f,V), VE~l' 

and for t=O 

(3.1 ii) 
L(U-U O) (x .. ,O)=O 

1J 

(U ( • ,0) -uO' L*v) 

where x .. are points in I. which are defined by the following 
1J 1 
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transformation of the Jacobi points p. on I with weight function 
J 

x 2 (1_x)4, 

x .. =x. l+h.p., 
1J 1- l. J 

It follows that the map U satisfying (3.1 i) is represented 

equivalently in the following semidiscrete bilinear form, that 

is, 

(3. 2 ) 

where 

and 

r+2 
v~)1.l ' 

~(u,v) = <LU,vl > + (U,L*V2 ) 

N 
<g,v> = L «g,vl >· + (g,v2 ) i)' 

i=l 1 

where for g defined on each I., 
1 

r-l g (x •. , t) VI (x .. ) 
= h \ 1J 1J 

. L w. 2 2 
)j=l J p.(l-p.) 

J J 

t E J, 

(w.>O) . , 
J 

Since the equations (2.2) and (3.1 i) (or (3.2» are the ~ame 

3 r+2 r+2 "p . -1 . 
form for vfMl and~l =Zl $~, the collocat1on-H -Galerk1n 

-1 . method completely coincides with the H -Galerkln method, 

replacing the discrete inner product <.,vl > in the former with 

the continuous inner product (o,vl ). This equality does not 

hold in general, although <¢,v>.=(¢,v). for ¢ov~P2 +1(1.). 
1 1 r 1 

Therefore, these two methods define different approximation 

schemes. However, there exist following correspondences be-

tween various properties derived by each scheme. 

(1) If an equality for the collocation points holds, as in 

70 



most cases, the equality of the same type holds but it is 

transformed to weak form in the H-l-Galerkin method. For 

example, if the equality 

LU(x .. ,t) = <P(x . . ,t), 
1J 1J 

tE J, 

holds, one will be able to predict that equality of the 

following type should be established for the H-l-Galerkin 

method. 

(LU,v) = (<P,v), VE zr+2 
1 ' 

t E: J. 

(2) The argument for the one method, based upon the weak forms 

whose test functions are in~f, are completely identical 

with the one of the other method. 

(3) There are almost no differences between the results of the 

error estimation (including intermediate results) for both 

methods. 

As described in the next section, because of the above reasoning, 

we can estimate the error for the H-l-Galerkin method using the 

techniques analogous to that of [3] and [4] for the collocation­

H-l-Galerkin method. 

§4. Optimal error estimates for the H-l-Galerkin method. 

4 1 L2 . . -error-est1mate. 

First we show the following lemma which is used often later. 

Lemma 1. 
2 Let fEL (r.), then for each t~J there exists a 

1 
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unique polynomial YeP r _ 2 (I i ) (r~2) satisfying 

(4. 1) (aY,v) = (f,v), 

and there exists a constant C, independent of h., such that 
1 

(4.2) II yll 2 ~ cllfl\ 2 
L (1.) L (1.) 

1 1 

Proof. Clearly it suffices to show that the conclusion 

holds for a unit interval (i.e. Ii=I). Since Pr - 2 (I) and 

r+2 Zl (I) are of the same dimension, existence of Y satisfying 

(4.1) follows from uniqueness. On the other hand, the uniqueness 

immediately results from (4.2). Thus, if we show (4.2), then 

the proof is completed. 

Now we define a norm on P (I) by 
r 

Hl¢ III = 1\ x (I-x) ¢II 2 
L (I) 

Then, since all norms are equivalent on the (r+l)-dimensional 

space of Pr(I), there exist constants Cl and C2 (positive and 

independent of ¢) such that 

Hence, 
2 

Ilx(l-x)YII 2 
L = 

Therefore, by the assumptions of a and (4.1), 

IIY II 2 
L 

\Ix (l-x) YI1 2 2 
L 

< C 2 2 
II x ( 1-x ) Y /I 2 

L 
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which concludes the proof. 

Hereafter, without notice, we assume r~2, but it will be 

easily seen by the process of the proof that each proposition 

in this section (except lemma 1) is also valid for r=l. 

Now, for the error analysis we define as in [4] the fol­

- r 
lowing projection Y:J -?AW-l satisfying for t J. 

(4. 3) (a(Y-u)",vl ) = 0, 

(4.4) (Y-u,L*v2 ) = 0, 

Existence and uniqueness of Y satisfying (4.3) and (4.4), for 

h sufficiently small, immediately result from the following 

lemma. 

Lemma 2. (t~J), then, for h suffi-

ciently small, there exists a constant C, independent of h, 

such that for Y satisfying (4.3) and (4.4) 

N 
II Y - ull 2 ~ C ( I h~ (r+l) II u l1 2 ) 1/2 

L i=ll Hr + l (I.) 
1 

t E J . 

Proof. For fixed t, from Lemma 1, the local projection 

r-l II.:H (I.) ->P 2(I.) 
1 1 r- 1 

(l~i~N) determined by (4.3) is a con-

tinuous linear mapping. And if u" P 2(1.) then II.u"=u". r- 1 1 

Hence, from the well known result of approximation theory (e.g. 

[1]) there exists a positive constant C such that 

(4. 5) 
r-l 

< Ch. \lull +1 
1 Hr (I. ) 

1 
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The rest of the proof is completed by an argument similar to 

that of lemma 2 in [4]. 

As in [6] we define an elliptic projection W:J -?~=l sat­

isfying for tEJ 

(4. 6 ) (W-u,L*v) = 0, t- jjr+2 
V.lVt l . 

It was known in [5] that, for h sufficiently small, there exists 

a unique function W satisfying (4.6). We have the following 

estimation for u-W. 

Theorem 1. Let W be the solution to (4.6). 

If U(o,t)EHr+l(I) (tEJ), for h sufficiently small, there exists 

a constant C, independent of h, such that 

N 4 N 
Ilu - wll 2 + ( I h./Iu - WI/ 2 )1/2 ~ C( I h~(r+l)/luIl2 )1/2 

L i=ll H2(1.) i=ll Hr + l (1.) 
1 1 

Proof. As the proof is similar to that of Theorem 1 in 

[4], we only show principal parts below. 

Let n=W-Y and s=u-Y, where Y is as in Lemma 2, then for 

r+2 
vE Z 1 (I i) , (Ln , v) . = (Ls , v) .. 

1 1 
Since (as",v) .=0, we have by 

1 

Lemma 1 

+ 1\ s 1\ 2 ) 
L (I.) 

1 

Using the well known inequality II f' II 2 ~C (h. II f" II 2 + 
L (1.) 1 L (1.) 

1 1 

-1\ h. If II 2 ) , 
1 L (1.) 

1 

for h sufficiently small, we have 
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(4. 7) 

Thus, as in [4], we get the following estimate. 

(4. 8) 
N 

1\ II < C h ( I h ~ (r+ 1 ) It ull 2 ) 1/2 
n L2 i=l 1 Hr+l(i) 

Hence, by Lemma 2 we obtain 

(4.9) 

Moreover, from (4.5), (4.7), (4.8) and Lemma 2, for h suffi-

ciently small, we have 

(4.10) 
N 4 2 I h. II (u - W)" II < 

i=l 1 L2(i) 

N 
C ( I h~ (r+l) l\u11 2 ) 

i=l 1 Hr+l(i) 

Also, 

(4.11) 
N 
I h ~ 1\ ( u - W) I 1\ 2 2 

i=l 1 L (i) 

2 
+ I\u-WI\ 2 }. 

L (i) 

From (4.9)-(4.11) the conclusion immediately follows. 

Next, we estimate an error for time derivative of W. One 

can easily verify that, if Ut(·,t)~L2(I) (t~J), from the defi-

nition of Wand the assumption for the coefficients of L*, 

aw 2 
a-t(o,t)E L (I). 

~ - r Let W:J -?~-l be the elliptic projection of u t defined 

by 

(4.12 ) t ~ J 
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We have the following lemma as in [3]. 

Lemma 3. Let Wand Wt be the solutions to (4.6) and (4.12) 

respectively. For h sufficiently small, there exists a constant 

c, independent of h, such that 

Ili:;t - Wtll 2 ~ C([[u - wI[ 2 + ( I h~llu - w/l2 )1/2). 
L L i=ll H2(i) 

Proof. Let n=Wt-~ and =W-u. Then, for v~zr+2(I.) and 
1 

each tEJ, 

(Ln,v). = (Ln,v). + (L (~-Ut) ,v) . 
111 

Therefore, 

Hence, if h is sufficiently small, by Lemma 1 

II n" II < C (II n 'II + II nil + It ~ "II 2 + II ~ 'II 2 
L2 (i) L2 (i) L2 (i) L (i) L (i) 

+ IIq 2 ) 
L (i) 

< C (h -:-111 n /I 2 + II ~ II 2 ) 
1 L (i) H (i) 

By an argument similar to that of Lemma 3.2 in [3], the desired 

result is obtained. 
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We obtain the following result from Lemma 3 and Theorem 1. 

Theorem 2. Let W be the solution to (4.6). If u(·,t) and 

(tEJ), then, for h sufficiently small, there 

exists a constant C, independent of h, such that 

N 
II-.l(u - w)/I ~ C{ L h~(r+l) ( lluP 2 + Il au l/ 2 )}1/2. 

at L2 - i=l l 'Hr + l (i) at Hr + l (i) 

Now, let U and W be the solutions to (2.2) and (4.6), re-

spectively. Also, let s=U-W and ~=u-W. Then we have 

tG J. 

Therefore, by Lemma 1 in [6], which is valid even if the coef-

ficients of L* depends on time variable, we obtain the follow-

ing estimate. 

(4.13) II U-W /I ~ c ( H(U-W) (0 )1\ 2 + Il a~ (u-W)II 2 2) 
Lco (J:L2 ) L L (J:L ) 

From the above results, we have the following main theorem for 

h 2 . teL -error-estlmate. 

Theorem 3. Let u be the solution to (2.1) and U be the 

solution to (2.2) with U(·,O)=W(·,O). If u and Ut eL2 (J:Hr + l ) 

and \\u (. , t)l\ +1 f HI (J) (l..::i"::N), then, for h sufficiently 
Hr (i) 

small, there exists a constant C, independent of h, such that 

N 
II u-U 1\ co 2 < C{ L h~ (r+l) <II ull 2 

L (J : L ) i = 1 l L 2 (J : H r+ 1 (i) ) 

+ \1 aUl12 ) } 1/2 
at L 2 (J: Hr + 1 (i) ) • 
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Proof. Using Theorem I, Theorem 2, (4.13) and the triangle 

inequality, 

N 
< C{ ess sup ( I h~ (r+l) lI u l/ 2 ) 1/2 

t€J i=l 1 Hr+l(i) 

By the imbedding theorem, "for each i (l~i~N) 

sup l\u11 2 +1 ~ C </1 ul/ 22 +1 + J (ddt/lull r+l ) 2dt ) . 
t€J Hr (i) - L (J:Hr (i)) J H (i) 

One can easily verify that 

d II I II dUll - u! ~ - , 
dt Hr+l(i) - dt Hr+l(i) 

t f J . 

Hence, we obtain the result. 

4.2 Loo-error-estimate 

00 

In this section, we estimate the error with L -norm. 

However, we need to assume that the partition 6 satisfy semi-

uniformity. That is, there exists a constant KO such that 

-1 max h.h. 
l~i, j~N 1 J 

< K h- l 
o 

First, note that (4.13) may be improved to the following ([6]). 

(4.14 ) It u-w It 00 2 ~ C ( II (U-W) (0) 1/ 2 + II d! (u-W)/1 2 -1) . 
L (J:L ) L L (J:H ) 

Next, we have the following lemma corresponding to Theorem 2. 

Lemma 4. Assume the hypothesis of Theorem 2. Then, for 

h sufficiently small, 
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N 
II-.-at (U-W)/I -l~. C h( I h~(r+l) <ll u 11 2 +1 

a H- i=l 1 Hr (i) 
+ Il~112 ) ) 1/2 . 

at Hr+l(i) 

Proof. Let ~ be the solution to (4.12). We consider for 

each ~EH1(1) the dual problem, 

L*¢ = ~, on I, 

¢(O) = ¢(lr = O. 

Now, let n=Wt-~ and ~=W-u, then for each ¢f~i, we have 

*'" 
(4.15) (n,~) = (n,L*(¢-¢» - (CLt ¢) 

Choosing ¢ appropriately, that is, ~(j) (x.)=¢(j) (x.), j~{o,l}, 
1 1 

0iiiN, one obtains by elliptic regualarity, 

'" N 
I (n,L* (¢-¢» I i C I lIn II 2 h·II¢11 3 i C hUnt! 2 11 ¢1I 3 

i=l L (i) 1 H (i) L H 

< C h ij nil 2 \l~!l 1 • 
L H 

To estimate the second term of (4.15) we define the' norms 

III ·1I~s and IU·IIIH-s for a positive integer s by 

N 
III f 1\1 s = ( I 1\ f 1(2 ) 1/2 , 

and 

IH i=l HS(i) 

\llgll\ -s = 
H 

respectively. 
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2 
gE- L (I), 

i < i < N, 



Now we have 

Thus, by (4.15) 

From Lemma 3 and Theorem 1, 

It follows that from the estimates for the negative norms in 

[5 ] 

Hence, 

Therefore, 

which concludes the proof. 

Next, by the semi-uniformity of the partition and the well-
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known property of the piecewise-polynomial, we have 

(I u - W 1\ ex> ~ C h -lll u - W It ex> 2 
L (IxJ) L (J:L ) 

Using the estimate in [5], we obtain for each t~J 

I r+l(1 lu - WH ex> ~ C max h. ull +1 
L l<i<N 1 Wr (i) ex> 

Thus, if we choose U(·,O)=W(·,O), from (4.14), Lemma 4 and the 

triangle inequality, we have the following Lex>-estimate. 

Theorem 4. Let u be the solution to (2.1) and U be the 

solution to (2.2) with U(.,O)=W(.,O). ex> r+l 
If UEL (J:W ) and ex> 

~~ E L2 (J:Hr + l ), then, for h sufficiently small, there exists a 

constant C, independent of h, such that 

lI u - U\I ex> 
L (IxJ) 

§5. L -error-estimate for the collocation-H-l-Galerkin ex> 

method. 

In this section, applying the arguments as in the previous 
ex> 

section, we estimate optimal L global rate of convergence for 

the collocation-H-I-Galerkin method described in §3. We also 

assume that the partition of the interval I is semi-uniform as 

in §4.2. Since each argument is analogous to that of §4.2 or 

in [3], the detailed proof will be omitted. 

As before let u denote the solution to (2.1), but the map 
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- r 
U:J ~~-l denote the solution to (3.1). In order to obtain 

estimate for u-U, we estimate the error for elliptic projection 

- . /J r W:J ~ft'_ldefined as follows. 

(5.1) L (W, v) = t. (u, v) , t f J. 

First, we obtain the following lemma corresponding to lemma 4. 

Using the estimates derived in [4], the proof is quite similar 

to that of Lemma 4. 

Lemma 4'. Let W be the solution to (5.1). If u(·,t) and 

(t~J), then, for h sufficiently small, there 

exists a constant C, independent of h, such that 

N 

II "Ita (u-W)II -1 i C h{ I h~ (r+l) <It ull 2 +11~112 ) }1/2 . 
a H i=l 1 Hr +l (i) at Hr + l (i) 

Now, from Lemma 4' and Theorem 3.1 in [3], we have immediately 

the following result. 

Lemma 5. Let W be the solution to (5.1). If u(·,t) and 

~~ ( • , t) f Hr + 1 (I) (tEJ) , then, for h sufficiently small, -there 

exists a constant C, independent of h, such that 

a 2 N 4 a2 2 2 N 2 (1) 2 
1\ ~t (u-W)ll H- l + ) h1' l\"x"t (u-W)// 2, i C h ( I h, r+ (Il ull +1 

a 1=1 a a L (1) i=l 1 H r (i) 

+ \~112 » lat Hr + l (i) . 

The following lemma is an improvement of Theorem 4.2 in [3]. 

Lemma 6. For h sufficiently small, there exists a constant 

C, independent of h, such that 
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tlu - WI! 00 2 
L (J: L ) 

N 4 t 32 12 ~ + I h. t ~t (U-w)l 2 2 ). 
i=l 1 aXa L (J:L (i)) 

Proof. Let s=U-W and ~=u-W, then from (3.2) and (5.1) it 

follows that 

v£ 11 r+2 
jVL 1 ' t~ J. 

Therefore, using the estimates in [3], we have 

The quite analogous argument of the proof for Theorem 4.2 in 

[3], except the above, enables one to verify the desired result. 

Now, using Lemma 5, Lemma 6 and the estimate in [4], an 
00 

argument similar to that of §4.2 yields the following L -error-

estimate corresponding to Theorem 4. 

Theorem 4'. Let u be the solution to (2.1) and U be the 

solution to (3.1). 00 r+l 3u 2 r+l If ueL (J:Woo ) and at E L (J:H ), then, 

for h sufficiently small, there exists a constant C, independent 

of h, such that 
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